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1. Introduction

Finding a solution to an image processing problem
is often a very complex task. It depends on prior
knowledge of the problem domain and on the knowl-
edge, experience and intuition of an image process-
ing specialist. Motivated by this complexity, some
research groups have been working on the develop-
ment of automatic techniques which try to mimic the
image processing expert. Previous works in this area
include [1] and [2].

The goal of these techniques is to have a system
which receives a collection of image pairs that repre-
sent the desired input and output of the image pro-
cessing operation, and, based on these example im-
ages, designs an image operator with behavior simi-
lar to the illustrated in the examples. The develop-
ment of such a system would also make the design
process accessible to professionals who are not famil-
iar with the underlying technical details of the image
processing field.

2. Learning W-operators

In this work, we constrain the search for image op-
erators to a special class of transformations, the so-
called W-operators. They are translation invariant
and locally defined by a window W [3].

Learning a W-operator from a collection of input-
output examples consists of three sequential steps:

• Collection of examples: a table that contains
the number of times each output value appeared
in the examples associated with each input pat-
tern is computed. This is done by sliding the
window through the example images;

• Conditional probability distribution esti-
mation: once the examples are collected, the
conditional probability distribution of the out-
put values (denoted by Y ) given the input pat-
terns (denoted by x) is estimated by dividing,
for each input pattern, the number of times it
appears associated with a specific output value

by the total number of times it appears in the
examples;

• Optimal decision: the operator is optimally
designed with the objective of minimizing the
error according to the estimated probability dis-
tribution. Some error measures typically used in
this step are the Mean Absolute Error (MAE)
and the Mean Squared Error (MSE). Then,
the designed operator can be further applied to
other images.

3. The multiresolution approach

In a system to design image operators from input-
output pairs, a key component is the learning algo-
rithm employed to estimate the image transforma-
tion from the examples. The number of patterns
which can potentially be observed by W is often
very large, and there are not enough examples in
the input-output image pairs to achieve a good esti-
mation of the operator. It is interesting to note that
the W-operator estimation problem is a particular
case of the supervised learning [4] problem.

The multiresolution approach [5] is based on the
idea of observing patterns at a lower resolution when
there are not enough examples at a higher resolu-
tion to provide a good estimate of the function’s
output value. The resolution reduction process is
determined by a window pyramid that specifies the
resolution mappings applied. In Figure 1 an example
of a window pyramid with three levels is shown. The
resolution mappings are usually subsampling opera-
tors, but, in general terms, any mapping between
pattern spaces could be used.

Figure 1. A window pyramid. The dark points represent
the pixels selected by the resolution reduction operations
ρ01 and ρ12. By eliminating the white points, the struc-
ture resembles a pyramid, as can be seen in the right
hand side.
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4. Joint distribution estimation

The multiresolution strategy estimates the condi-
tional probability distribution p(Y |X) using the res-
olution mappings given by a window pyramid to
guide the estimation for non-observed input pat-
terns. We developed a novel algorithm that, in ad-
dition to the estimation of p(Y |X), also estimates
p(X), the probability of occurrence of each input pat-
tern. This way, we have a representation of the joint
distribution p(X, Y ) by means of p(X) and p(Y |X),
and the following interpretation holds: a window
pyramid can be seen as a model which induces a joint
probability distribution given a collection of input-
output examples.

5. Pyramid choice

In the multiresolution approach, the quality of the
designed operator directly depends on the chosen
window pyramid. Hence, an interesting question is:
how to choose the resolution mappings? The number
of possibilities is huge, and the choice also depends
on the specific image processing problem at hand.

In order to address this issue, we worked under
the assumption that, for each possible pattern x ob-
served by W, there exists one output value y such
that P (Y = y |x) is much greater than P (Y = k |x),
k 6= y. This is reasonable for problems that have a
good solution, as it means that only one output value
is associated with each input pattern with high prob-
ability. The assumption is equivalent to saying that
the probability distribution p(Y |X) has low condi-
tional entropy, a measure from Information Theory
[6].

We then formulate the pyramid choice problem
as the problem of finding the pyramid that induces
conditional probability distributions with lowest en-
tropy. We use the algorithm mentioned in Section
4 to estimate the joint distribution, and the condi-
tional entropy H(Y |X) is then computed from p(X)
and p(Y |X). A technique to aid in the choice of
the pyramid would then select the pyramid that in-
duces the joint distribution with lowest conditional
entropy.

6. Experimental results

We used the MNIST database [7] to train and
test classifiers of handwritten digits based on W-
operators designed using our technique. The images
were converted to binary images. Therefore, the
designed operators are mappings from {0, 1}W →
{0, . . . , 9}. Given a W-operator and a binary image

containing a single digit, the operator is applied to
the image and then a voting scheme classifies the
digit according to the pixel value that mostly ap-
pears in the output image.

We experimented with a set of fourteen win-
dow pyramids based on subsampling resolution map-
pings, with various base window shapes and sizes.
By comparing the ordering of the pyramids with re-
spect to entropy values to the ordering regarding the
error obtained over the test set, we verified that the
pyramid of smaller error matched the pyramid of
smaller entropy. The accuracy of the best classifier
was of 96.83%, obtained from a pyramid built from
a variant of the quincunx sampling scheme [8].

The result is comparable to the accuracies of some
well-known pattern recognition algorithms [7]. This
suggests that our method may be worth considering
as a pattern recognition tool when solving classifica-
tion problems. Another experiment also shows that
the accuracy of the designed W-operator increases
with the number of training examples, similarly to
what happens with good learning algorithms.

Acknowledgements
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